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Professor and
Head of the

Department of Applied Analysis and Computational Mathematics
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1 Preface
Many phenomena in nature can be described by mathematical models which

consist of functions of a certain number of independent variables and parameters.
In particular, these models often consist of equations, usually containing a large
variety of derivatives with respect to the variables. Typically, we are not able to
give the solution of the mathematical model in a closed (analytical) form, we con-
struct some numerical and computer models that are useful for practical purposes.
The ever-increasing advances in computer technology has enabled us to apply
numerical methods to simulate plenty of physical and mechanical phenomena in
science and engineering.

As a result, numerical methods do not usually give the exact solution to the
given problem, they can only provide approximations, getting closer and closer to
the solution with each computational step. Numerical methods are generally use-
ful only when they are implemented on computer using a computer programming
language. Using a computer, it is possible to gain quantitative (and also qualita-
tive) information with detailed and realistic mathematical models and numerical
methods for a multitude of phenomena and processes in physics and technology.

The application of computers and numerical methods has become ubiquitous.
Computations are often cheaper than experiments; experiments can be expensive,
dangerous or downright impossible. Real-life experiments can often be performed
on a small scale only, and that makes their results less reliable.

The above modelling process of real-life phenomena can be illustrated as fol-
lows:

real-life problem
+ physical model ⇒

mathematical
model

⇒ numerical model

This means that the complete modelling process consists of three steps. In this
thesis we will analyze the step when we transform the mathematical (usually con-
tinuous) model into numerical (usually discrete) models. Our aim is to guarantee
that this step does not cause any significant loss of the information.

The discrete model usually yields a sequence of (discrete) tasks. During the
construction of the numerical models the basic requirements are the following.

• Each discrete problem in the numerical model is a well-posed problem.

• In the numerical model we can efficiently compute the numerical solution.

• The sequence of the numerical solutions is convergent.

• The limit of this sequence is the solution of the original problem.
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2 Mathematical background
When we model some real-life phenomenon with a mathematical model, it

results in a – not necessarily linear – problem of the form

F (u) = 0 , (1)

where X and Y are normed spaces, D ⊂ X and F : D → Y is a (nonlinear)
operator. In the theory of numerical analysis it is usually assumed that there exists
a unique solution, which will be denoted by ū.

On the other side, for any concrete applied problems we must prove the exis-
tence of ū ∈ D. Even if it is possible to solve directly, the realization of the solv-
ing process is very difficult or even impossible. However, we need only a good
approximation for the solution of problem (1). Therefore we construct numerical
models by use of some discretization, which results in a sequence of simpler prob-
lems, i.e., a numerical method. With this approach we need to face the following
difficulties:

• we need to compare the solution of the simpler problems with the solution
of the original problem (1), which might be found in different spaces;

• this comparison seems to be impossible, since the solution of the original
problem (1) is not known.

To get rid of the latter difficulty, the usual trick is to introduce the notions of
consistency and stability, which are independent of the solution of the original
problem (1) and are controllable. The convergence can be replaced with these two
notions. Sometimes this popular “recipe” is summarized in the formula

Consistency + Stability = Convergence . (2)

In the following we introduce and investigate these notions in an abstract
framework, and we try to shed some light on the formula (2). Namely:

• how to define consistency and stability to ensure the formula (2);

• is it consistency or/and stability that is necessary for the convergence;

• how the nonlinear theory works in the linear case;
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2.1 A demonstration example: the Cauchy problem
Definition 2.1. Problem (1) can be given as a triplet P = (X ,Y , F ). We will
refer to it as problem P .

Example 2.1. Consider the following initial value problem:

u′(t) = f(u(t)) (3)

u(0) = u0 , (4)

where t ∈ [0, 1], u0 ∈ R and f ∈ C(R,R) is a Lipschitz continuous function.

Then the operator F and the spaces X ,Y are defined as follows.

• X = C1[0, 1], ‖u‖X = max
t∈[0,1]

|u(t)|

• Y = C[0, 1]× R,
∥∥∥∥( uu0

)∥∥∥∥
Y

= max
t∈[0,1]

(|u(t)|) + |u0|

• F (u) =

(
u′(t)− f(u(t))
u(0)− u0

)
.

Definition 2.2. We say that the sequence N = (Xn,Yn, Fn)n∈N is a numerical
method if it generates a sequence of problems

Fn(un) = 0 , n = 1, 2, . . . , (5)

where

• Xn,Yn are normed spaces;

• Dn ⊂ Xn and Fn : Dn → Yn .

If there exists a unique solution of the (approximating) problems (5), it will be
denoted by ūn .

Example 2.2. For n ∈ N we define the following sequence of triplets:

• Xn = Rn+1, vn = (v0, v1, . . . , vn) ∈ Xn : ‖vn‖Xn = max
i=0,...,n

|vi|

• Yn = Rn+1, yn = (y0, y1, . . . , yn) ∈ Yn : ‖yn‖Yn = |y0|+ max
i=1,...,n

|yi|.
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• Fn : Rn+1 → Rn+1, and for any vn = (v0, v1, . . . , vn) ∈ Rn+1 it acts as

(Fn(vn))i =


n (vi − vi−1)− f (vi−1) , i = 1, . . . , n,

v0 − u0, i = 0.
(6)

Definition 2.3. We say that the sequence D = (ϕn, ψn,Φn)n∈N is a discretization
if

• the ϕn-s (respectively ψn-s) are restriction operators from X into Xn (re-
spectively from Y into Yn), where X ,Xn,Y ,Yn are normed spaces;

• Φn : {F : D → Y |D ⊂ X} → {Fn : Dn → Yn | Dn ⊂ Xn}.

Example 2.3. Based on Examples 2.1 and 2.2, in Definition 2.3 we define X =
C1[0, 1], Y = C[0, 1]× R, and Xn = Yn = Rn+1. Gn := {ti = i

n
, i = 0, . . . , n}.

Then, we define the triplet of the operators as follows.

• For any u ∈ X we put (ϕnu)i = u(ti), i = 0, 1, . . . , n,

• For any y ∈ Y we put

(ψny)i =


y (ti−1) , 1, . . . , n,

y(t0), i = 0.

• In order to give Φn, we define the mapping Φn : C1[0, 1] → Rn+1 in the
following way:

[(Φn(F ))u]i =


n (u(ti)− u(ti−1))− f(u(ti−1)), i = 1, . . . , n,

u(t0)− u0, i = 0.
(7)

We note that the introduced notions of problem and numerical methods are
independent of each other. However, for our purposes only those numerical meth-
ods N are interesting which are obtained when some discretization method D is
applied to some certain problem P .

Example 2.4. Let us define the numerical method N for the problem P from
Example 2.1, and for the discretization D from Example 2.3. Then we solve the
sequence of problems in the form (5), where in the discretization for g and c we
put f and u0 from problem (3)-(4), respectively. This yields that the mapping Fn :
Rn+1 → Rn+1 is defined as follows: for the vector vn = (v0, v1, . . . , vn) ∈ Rn+1

we have
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Figure 1: The general scheme of numerical methods.

(Fn(v))i =


n (vi − vi−1)− f(vi−1), i = 1, . . . , n,

v0 − u0, i = 0.
(8)

Hence, the equation (5) for (8) results in the task: we seek the vector v =
(v0, v1, . . . , vn) ∈ Rn+1 such that

vi − vi−1
1/n

= f(vi−1), i = 1, . . . , n,

v0 = u0, i = 0.

(9)

Hence, the obtained numerical method is the well-known explicit Euler method on
the mesh Gn with step-size 1/n.

In sequel for the discretization D = (ϕn, ψn,Φn)n∈N we assume the validity
of the following assumption.

Assumption 2.1. The discretization D possesses the property ψn(0) = 0.

Obviously, when ψn are linear operators, then this condition is automatically
satisfied. We also list two further natural assumptions about the discretization,
which will be used later.

Assumption 2.2. The discretization D generates a numerical method N which
possesses the property dimXn = dimYn <∞.
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Theoretically, the normed spaces X and Y in the definitions of the problem
and of the discretization might be different. However the application of the dis-
cretization to the problem is possible only when these normed spaces are the same.
In the sequel this will be always assumed.

Assumption 2.3. Let us apply the discretization D to the problem P . We assume
that Fn is continuous on the ball BR(ϕn(ū)).
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3 Basic notions
In this part we analyze the general framework of a numerical method (accord-

ing to Figure 1). We apply a discretization D for some problem P , then it results
in a numerical method N , which generates the sequence of problems (5). Our
aim is to guarantee the existence of the solutions ūn and the closeness of these to
ū. To this aim we define the distance between these elements, which will be called
global discretization error. (Since these elements belong to different spaces, this
is not straightforward.) Independently of the form of the definition of the global
error, it is hardly applicable in practice, because the knowledge of the exact so-
lution ū is assumed. Therefore, we introduce some further notions (consistency,
stability), which help us in getting information about the behavior of the global
discretization error.

3.1 Convergence
The usual approach for the characterization of the distance of the elements ū

and ūn is their comparison in Xn in the following way.

Definition 3.1. The element en = ϕn(ū)− ūn ∈ Xn is called global discretization
error.

Clearly, our aim is to guarantee that the global discretization error is arbitrary
small, by increasing n. That is, we require the following property.

Definition 3.2. The discretization D applied to the problem P is called conver-
gent if

lim ‖en‖Xn = 0 (10)

holds. When
‖en‖Xn = O(n−p)

we say that the order of the convergence is p.

Remark 3.1. It is possible to define the distance between the elements ū and ūn
in the space X , with the help of an operator ϕ̄n : Xn → X , by the quantity
‖ū− ϕ̄nūn‖X . For such an approach see Figure 2.

Here we assume that lim(ϕn ◦ ϕ̄n)v = v for any v ∈ X . We note that this
relation does not mean that ϕ̄n is the inverse of ϕn, because ϕn is not invertible,
typically it represents some interpolation. In this approach the convergence means
that the numerical sequence ‖ū − ϕ̄nūn‖X tends to zero. Because this approach
requires an additional interpolation, and the choice of the interpolation may in-
fluence the rate of the convergence, therefore this kind of convergence is less
common.
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Figure 2: The general scheme of numerical methods with interpolation operator.

3.2 Consistency
Consistency is the notion which makes some connection between the problem

P and the numerical method N .

Definition 3.3. The discretization D applied to problem P is called consistent at
the element v ∈ D if

• ϕn(v) ∈ Dn holds from some index,

• the relation
lim ‖Fn(ϕn(v))− ψn(F (v))‖Yn = 0 (11)

holds.

The element ln(v) = Fn(ϕn(v))− ψn(F (v)) ∈ Yn in (11) plays an important
role in the numerical analysis. When we fix some element v ∈ D, we can trans-
form it into the space in two different ways: X → Y → Yn and X → Xn → Yn
(c.f. Figure 1). The magnitude ln(v) characterizes the difference of this two direc-
tions for the element v. Hence, the consistency at the element v yields that in limit
the diagram of Figure 1 is commutative. A special role is played by the behavior
of ln(v) on the solution of the problem (1), that is the elements ln(ū). Later on we
will use the following notions.

Definition 3.4. The element ln(v) = Fn(ϕn(v)) − ψn(F (v)) ∈ Yn is called
local discretization error at the element v. The element ln(ū) = Fn(ϕn(ū)) −
ψn(F (ū)) = Fn(ϕn(ū)) is called local discretization error. When

‖ln(v)‖Xn = O(n−p),
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we say that the order of the consistency at v is p.

Remark 3.2. For simplicity, we will use the notation ln for ln(ū). In the sequel, the
consistency on ū and its order will be called consistency and order of consistency.

Example 3.1. Consider the explicit Euler method. We apply it to the initial value
problem of Example 2.1, i.e., to the problem (3)-(4). Then for the local discretiza-
tion error we obtain

ln(ū)(ti) = ‖[Fn(ϕn(ū))](ti)‖Yn =

∥∥∥∥ ū(ti)− ū(ti−1)

1/n
− ū′(ti−1)

∥∥∥∥
Yn

=

= ‖n[ū(ti)− ū(ti−1)]− ū′(ti−1)‖Yn = max
1≤i≤n

|ū′((i−1)/n)−n[ū(i/n)−ū((i−1)/n)]| =

= max
1≤i≤n

|n
∫ i/n

(i−1)/n
[ū′((i− 1)/n)− ū′(s)]ds| ≤ n max

1≤i≤n

∫ ti

ti−1

|ū′(ti−1)− ū′(s)|ds.

Assume that M2(ū) := sup
t∈(0,1)

|ū′′(t)| <∞, then we get

ln(ū) ≤ nM2(ū)
1

2n2
=
M2(ū)

2n
.

Hence, for the class of problems (3)-(4) with Lipschitz continuous right-hand side
f , the explicit Euler method is consistent, and the order of the consistency equals
one.

One might ask whether consistency implies convergence. The following sim-
ple example shows that this is not true in general.

Example 3.2. Let us consider the case X = Xn = Y = Yn = R, ϕn = ψn =
identity. Our aim is to solve the scalar equation F (x) = 0, where we assume that
it has a unique solution x̄ = 0. We define the numerical method N as Fn(x) =
(1− x)/n. Clearly, due to the linearity of ϕn and ψn, we have ln = Fn(0)− 0 =
Fn(0). Since Fn(0) → 0, therefore this discretization is consistent. However, it is
not convergent, since the solution of each problem Fn(x) = 0 is x̄n = 1.

Thus, convergence cannot be replaced by consistency in general.
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4 Nonlinear stability
Generally, consistency in itself is not enough for convergence. In numerical

analysis one of the most important task is to guarantee the convergence of the
sequence of the numerical solutions. To guarantee this property we introduce the
notion of stability.

Our main aim is to study how to define appropiately the notion of stability.

4.1 First attempt: N-stability
The convergence yields that en tends to zero. Moreover, for the consistent

methods we have information about the behaviour of the local discretization error,
only. Intuitively, this means the following requirement. When ln(ū) = Fn(ϕn(ū))−
F (ūn) is small, then en = ϕ(ū) − ūn be small too. Because we don’t know ū, in
first approach we require this property for each pairs of the elements in Dn.

This demand implies the requirement

‖zn − wn‖Xn ≤ S ‖Fn(zn)− Fn(wn)‖Yn (12)

holds for arbitrary zn, wn ∈ Dn and the stability constant is indepedent of the
mesh-size parameter.

This idea leads to make the first attempt to define the nonlinear stability notion.

Definition 4.1. The discretization D is called N-stable on the problem P if there
exists positive stability constant S, such that for each zn, wn ∈ Dn, the estimation
(12) holds.

Furthermore we will refer to this notion as the naiv stability (N-stability).

Example 4.1. Consider the following periodic initial-value reaction-diffusion prob-
lem

∂tu(x, t) = ∂xxu(x, t) + f(s), −∞ < x <∞, 0 ≤ t ≤ T <∞ (13)

u(x+ 1, t) = u(x, t), −∞ < x <∞, 0 ≤ t ≤ T <∞ (14)

u(x, 0) = u0(x), −∞ < x <∞. (15)

In (13), f is a smooth real function of the real variable s, −∞ < s < ∞. In
(15), u0 is a given real one-periodic function and it is assumed that f, T and u0

are such that (13)-(15) possesses a unique smooth solution up to t = T . To set
up the numerical scheme, choose a positive constant r and an integer J > 2. Set
h = 1/J and consider the grid points xj = jh, where j an integer and the time
levels tN = Nδ, δ = rh2, N = 0, . . . , n = [T/δ].
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Then for j = 1, . . . , J and N = 0, . . . , n− 1

uN+1
j − uNj

δ
−
uNj−1 − 2uNj + uNj+1

h2
− f(uNj ) = 0, (16)

where it is obviously understood that uN0 = uNJ and uNJ+1 = uN1 . Set

u0j − u0(xj) = 0, j = 1, . . . , J. (17)

Formulae (16)-(17) are cast in the format (5) as follows. Let Zn denote the
vector space of the grid functions u = [u1, . . . , uJ ] defined on xj : 1 ≤ j ≤ J. For
each N , all the numerical approximations UN

j associated with the time level tN
form a vector uN in Zn. Thus (16)-(17) may be rewritten

uN+1 − uN

δ
−D2uN − f(uN) = 0, N = 0, . . . , n− 1, (18)

u0 − u0 = 0, (19)

where u0 = [u0(x1), . . . , u
0(xJ)] and D2 is the standard matrix replacement of

the second derivative operator with periodic boundary conditions, i.e.

D2 =



−2 1 0 · · · 0 0 1
1 −2 1 0 · · · 0 0
0 1 −2 1 0 · · · 0
... . . . . . . . . . . . . . . . ...
0 · · · 0 1 −2 1 0
0 · · · · · · 0 1 −2 1
1 0 0 · · · 0 1 −2


.

Choose Xn = Dn = Yn equal to the product of n + 1 copies Zn × . . . × Zn.
Thus uN := [u0, . . . , un] is a vector in Xn and (18)-(19) are clearly of the form (5)
for a suitable choice of fN . For ϕn(ū) the obvious choice is given by the vector of
grid restrictions [u0, . . . , un] of ū. In Zn we use the maximum norm, in Xn we use
the norm ∥∥[v0, . . . , vn]

∥∥ = max
n
‖vN‖ , [v0, . . . , vn] ∈ Xn, (20)

and in Yn we use the norm

∥∥[ρ0, . . . , ρn]
∥∥ =

∥∥ρ0∥∥+
n∑

N=1

δ ‖ρn‖ , [ρ0, . . . , ρn] ∈ Yn. (21)

We will prove that for globally Lipschitz function f (i.e. |f(a)−f(b)| ≤ L|a−
b|, for all a, b ∈ R) the discretization is N-stable when r ≤ 1/2.
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Then, if vN = [v0, . . . , vn], wN = [w0, . . . , wn], fn(vN) = [ρ0, . . . , ρn] and
fn(wN) = [σ0, . . . , σn]. Then

vN+1 − vN

δ
−D2vN − f(V N) = ρN+1, N = 0, . . . , n− 1 (22)

v0 − u0 = ρ0 (23)

wN+1 − wN

δ
−D2wN − f(wN) = σN+1, N = 0, . . . , n− 1 (24)

w0 − u0 = σ0 (25)

A method like (22) with f ≡ 0 rewrite in the form

vN+1 = CNv
N + δρN+1, (26)

where CN = I + δD2 is the transition matrix and ‖CN‖ = 1. Subtract (24) from
(22) and use (26), to obtain for N = 0, . . . , n− 1,

vN+1 − wN+1 = CN(vN − wN) + δ[f(vN)− f(wN)] + δ[ρN+1 − σN+1]. (27)

The globally Lipschitz property implies that (27) yields∥∥vN+1 − wN+1
∥∥ ≤ (1 + δL)

∥∥vN − wN∥∥+ δ
∥∥ρN+1 − σN+1

∥∥ .
A standard recursion leads to (12) with S = eLT . Thus, for r ≤ 1/2 and f globally
Lipschitz, the scheme is N-stable.

4.1.1 A special case: linear stability

To study the nonlinear stability it is expedient to present the linear case, be-
cause no distinction on the linear or nonlinear character of (5). Let

Fn(un) = Ln(un) = 0 , n = 1, 2, . . . , (28)

where Ln is a linear oparator and Ln : Dn → Yn.

Consider the N-stability for linear case. It follows directly from (12).

Definition 4.2. The discretization D is called stable on the problem P if there
exist positive stability constant S, such that for each zn ∈ Dn

‖zn‖Xn ≤ S ‖Ln(zn)‖Yn (29)

holds.

15



The bound (29) implies three basic properties:

i, In view of (29), we obtain the ”basic theory of numerical analysis”:

Consistency + Stability = Convergence

In fact, due to the linearity of Ln, by the choice zn = ϕn(ū)− ūn, we have

‖ϕn(ū)− ūn‖Xn ≤ S ‖Ln(ϕn(ū))− Ln(ūn)‖Yn (30)

which leads to the estimation

‖en‖Xn = ‖ϕn(ū)− ūn‖Xn ≤ S ‖Ln(ϕn(ū))‖Yn = S ‖ln(ū)‖Yn (31)

and for consistent methods, this implies the convergence.

ii, For any problems (28), the relation (29) shows that Ln(zn) = 0 implies that
zn = 0, i.e., L−1n exists. Hence, the N-stability bound implies the existence
and uniqueness of solutions of (28).

iii, Due to ii and (29), we have∥∥L−1n wn
∥∥
Xn
≤ S ‖wn‖Yn

for arbitrary wn ∈ Yn. Therefore the uniform norm estimation holds for all
n, i.e., ‖L−1n ‖Lin(Yn,Xn) ≤ S.

Remark 4.1. The ”basic theory of numerical analysis” can be succesfully gener-
alized for the nonhomogeneous linear equation L(u) = f .
In this case, F (u) ≡ L(u)−f , hence F (u) ≡ L(u)−f = 0, and the discretization
is

Fn(un) ≡ Ln(un)− fn = 0,

where fn = ψn(f). Then,

ln(ū) = Fn(ϕn(ū))− ψn(F (ū)) = (Ln(ϕn(ū))− fn)− ψn(L(ū)− f).

Assume that ψn is linear, hence Assumption 2.1 holds. Thus,

ln(ū) = (Ln(ϕn(ū))− ψn(L(ū))) + (ψn(f)− fn) = Ln(ϕn(ū))− ψn(L(ū)).

Then, in view of (31), we get the statment.

The theory is more developed for linear problems, see [LR56, PS84a, PS84b,
PS85]. Namely, there are two well-celebrated theorems: Lax-Richtmyer-Kantorovich
equivalence theorem for linear initial-value problems in partial differential equa-
tions and Palencia and Sanz-Serna’s extension theorem.
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4.2 T-stability and its application
In this subsection we introduce a new stability definition, which diverge of the

previous ones. First we consider the Trenogin’s stability definition.

Definition 4.3. The discretization D is called stable in Trenogin’s sense (T-stable)
if there exists a continuous, strictly monotonically increasing function ω(s), de-
fined for s ≥ 0, such that ω(0) = 0 and ω(∞) =∞, and

ω
(∥∥v1n − v2n∥∥Xn) ≤ ∥∥Fn(v1n)− Fn(v2n)

∥∥
Yn

holds for all v1n, v
2
n ∈ Dn.

Remark 4.2. If we choose ω(s) = s/S, then Definition 4.3 results in the notion
of N-stability.

In sense of Definition 4.3 theoretical results can be given.

Definition 4.4. The sequence of ‖·‖Xn norms is called consistent to the norm ‖·‖X ,
when for arbitrary v ∈ X the relation

lim ‖ϕn(v)‖Xn = ‖v‖X (32)

holds.

Remark 4.3. In most cases this condition is automatically satisfied. For Example
2.1 it is obviously true.

Lemma 4.1. When the sequence of ‖·‖Xn norms is consistent, then the relation
lim ‖ϕn(v)‖Xn = 0 implies that v = 0.

Proof. We consider two cases.

i, If v = 0, then lim ‖ϕn(v)‖Xn = ‖v‖X = 0;

ii, If lim ‖ϕn(v)‖Xn = 0, then ‖v‖X = 0. Hence, v = 0.

Theorem 4.1. Suppose that

• the sequence of ‖·‖Xn norms is consistent,

• there exists the solution of the problem (1) and (5),

• the discretization D is consistent any solution ū and it is T-stable.
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Then

i, ū is unique,

ii, ūn, n∈N are unique,

iii, the numerical method is convergent.

Proof. i, Let v1, v2 be solutions of (1) and for these elements, due to the con-
sistency, the relations

lim
n→∞

‖Fn(ϕn(v1))‖Yn = 0; lim
n→∞

‖Fn(ϕn(v2))‖Yn = 0

hold. Then ‖ϕn(v1 − v2)‖Xn ≤ ω−1(‖Fn(ϕn(v1))− Fn(ϕn(v2))‖)Yn ≤

≤ ω−1(‖Fn(ϕn(v1))‖Yn + ‖Fn(ϕn(v2))‖Yn) → 0, for n → ∞. Hence, we
get

lim
n→∞

‖ϕn(v1 − v2)‖Xn = 0.

Due to Lemma 4.1 we gain ‖v1 − v2‖X = 0. This relation implies, that the
solution is unique.

ii, Assume that, vn1 and vn2 are solutions of (5). Then the relation in Defini-
tion 4.3 implies 0 ≥ ω(‖vn1 − vn2 ‖Xn). Since ω(‖vn1 − vn2 ‖Xn) ≥ 0, so
ω(‖vn1 − vn2 ‖Xn) = 0. Moreover, ω is strictly monotonically increasing
function and ω(0) = 0, therefore ‖vn1 − vn2 ‖Xn = 0. It implies vn1 = vn2 .

iii, From the Definition 4.3, from the continiuty of the function ω−1 at t = 0
and from (5) we gain

‖vn1 − ϕn(v1)‖Xn ≤ ω−1(‖Fn(vn1 )− Fn(ϕn(v1))‖)Yn = ω−1(‖Fn(ϕn(v1))‖)Yn ,

and the last term converges to 0 as n→∞.

Remark 4.4. The property of Lemma 4.1 is the norm regularity and we say that
Xn, n ∈ N normed spaces are regularly normed.

In the following part we revisited Definition 4.3 from the application point of
view.

4.2.1 How to verify the T-stability?

To verify the T-stability of the problem (3)-(4) we consider the equation

Fn(xn + zn)− Fn(xn) = yn, (33)
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where xn elements are parameters, zn are unknows. If we can give an estimation
in the form of

‖zn‖Xn ≤ ζ(‖yn‖)Yn , (34)

where the properties of ζ(s) correspond with the properties of ω(s), then by choice
ω(s) := ζ−1(s) we prove the T-stability.

Let in (33) xn = xn1 , while xn + zn = xn2 . Then Fn(xn2 ) − Fn(xn1 ) = yn and
xn2 − xn1 = zn. Arisen from the estimation (34)

‖xn2 − xn1‖Xn ≤ ζ(‖Fn(xn2 )− Fn(xn1 )‖Yn).

Because of the inverse of ζ exist and strictly monotonically increasing, we can
write that

ζ−1(‖xn2 − xn1‖Xn) ≤ ‖Fn(xn2 )− Fn(xn1 )‖Yn .
This matches the stability estimation in Definition 4.3.

If the right-hand side of the equation is in the form f(x, t), then we demand the
condition |fx(x, t)| < L, where L is the Lipschitz constant. To check the stability
actually we can show that the estimation

‖zn‖Xn ≤ c ‖yn‖Yn = c( max
1≤i≤n

|yi|+ |u0|) (35)

holds. Substituting Fn to (33), we gain

(yn)i =


n(zi − zi−1) + f(ti−1, xi−1 + zi−1)− f(ti−1, xi−1) = yi−1, i = 1, . . . , n,

z0 = u0, i = 0.
(36)

Then we can write the equation in the form:

zi = (1− hLi−1)zi−1 + hyi−1, i = 1, . . . , n,

and z0 = y0, where

Li−1 =

∫ 1

0

fx(ti−1, xi−1 + θzi−1)dθ.

Furthermore we know that |Li−1| ≤ L, 1 ≤ i ≤ n. Make these knowledge of use
for zi we get

|zi| ≤ (1 + Lh)|zi−1|+ h|yi−1|, 1 ≤ i ≤ n.

For all i index write out these, respectively apply recursively the above equation
we gain, that

|z1| ≤ (1 + Lh)|u0|+ h ‖yn‖∞ ,
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|z2| ≤ (1 + Lh)2|u0|+ [(1 + Lh) + 1]h ‖yn‖∞ ,
...

|zn| ≤ (1 + Lh)n|u0|+
n−1∑
k=1

(1 + Lh)kh ‖yn‖∞ .

Estimating the following two terms:

(1 + Lh)k =

(
1 +

L

n

)k
≤
(

1 +
L

n

)n
≤ eL,

n∑
k=0

(
1 +

L

n

)k
1

n
=

(
1 + L

n

)n − 1(
1 + L

n

)
− 1

· 1

n
≤ eL − 1

L
.

Then we get for the norm of zn the following estimation:

‖zn‖Xn ≤ eL|u0|+
eL − 1

L
‖yn‖∞ .

Hence, with the choice c = max(eL, e
L−1
L

) we can write an estimation in the form
(35), so we prove the discretization is T-stable.

4.3 Local stability notions
In the paper of [LS88a] López-Marcos and Sans-Serna investigated the prop-

erties of the N-stability. We gain insight the following example to understand why
have to introduce the so-called local stability notions.

Example 4.2. Let z ∈ Rn+1 be an arbitrary vector and Fn : Rn+1 → Rn+1 is an
operator. We define the following operator

[Fα
n (z)]k =


zk − zk−1

h
− z2k−1, k = 1, 2, . . . , n

z0 − α, k = 0,

(37)

where h is the mesh-size parameter and α ∈ [0, 1) is a fixed parameter. Taking the
v̄α(t) = α/[1− αt] function, where t ∈ [0, 1] and applying the ϕn grid restriction
to v̄α(t) we get

[ϕn(v̄α)]k ≡ (v̄αn)k ≡ v̄α(tk) ≡
α

1− αtk
, k = 0, 1, . . . , n,

where tk are the node points.
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Remark 4.5. We mentioned that the discretization (37) is the application of the
explicit Euler’s rule to the problem

u′(t) = u2(t), t ∈ [0, 1]

u(0) = α,
(38)

with the solution u(t) = α/[1− αt].

Substituiting v̄αn into (37), we gain

[Fα
n (v̄αn)]k =


v̄α(tk)− v̄α(tk−1)

h
− [v̄α(tk−1)]

2, k = 1, 2, . . . , n

(v̄αn)0 − α, k = 0.

(39)

Let w̄n ∈ Rn+1 be a vector with the components wk, such that [Fn(w̄n)] = 0,
where

[Fn(w̄n)]k =


wk − wk−1

h
− w2

k−1, k = 1, 2, . . . , n

w0 − 1, k = 0.

(40)

Introduce the following norms

‖xk‖Xn = max
1≤k≤n+1

|xk|,

‖yk‖Yn = |y0|+
n∑
k=1

h|yk|.

We prove that there doesn’t exist an independent stability constant S in the esti-
mation (12), thus the discretization won’t be N-stable. We have to show that the
estimation

‖v̄αn − w̄n‖Xn ≤ S ‖Fα
n (v̄αn)− Fn(w̄n)‖Yn (41)

cannot be hold for all n. Due to [SV86] the value (w̄n) corresponding to the last
grid point t = 1 in [0, 1] behaves like 1/(h| lnh|). Thus,

lim
n→∞

(w̄n)n = lim
h→0

1

h| lnh|
=∞.

Now, we will verify the estimation (41) cannot hold. Since (v̄αn)n ≡ α/[1−α] and
α ∈ [0, 1), hence the value of (v̄αn)n is finite. So the left term of (41) converges to
∞ as n→∞, i.e.,

lim
n→∞

‖v̄αn − w̄n‖Xn =∞. (42)
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The first step to check the other term of (41) is that, we have to write the distinction
of the convenient grid functions.

[Fα
n (v̄αn)− Fn(w̄n)]k =


v̄α(tk)− v̄α(tk−1)

h
− [v̄α(tk−1)]

2, k = 1, 2, . . . , n

α− 1, k = 0.

(43)

Using the introduced norm in Yn to (43) and due to Example 3.1, we get

‖Fα
n (v̄αn)− Fn(w̄n)‖Yn = |α− 1|+

n∑
k=1

h · ln(v̄α(tk)) ≤
M2(v̄

α)

2
.

Thus,
lim
n→∞

‖Fα
n (v̄αn)− Fn(w̄n)‖Yn <∞. (44)

From (42) and (44) we can see the estimation (41) cannot hold. Thus, the dis-
cretization is not N-stable.

Remark 4.6. The Example 4.2 also shows us, if w̄n is far from v̄αn (i.e., the pertur-
bation v̄αn is too large), we should not give an estimation it is results in the form
(12). This consideration leads to motivate the notion of stability threshold.

Among others Example 4.2 shows us the N-stability definition is too restric-
tive, because we require the condition (12) for any elements from Dn. However,
as we will see, it is enough to guarantee similar properties only for the elements
from some smaller subdomain. Furthermore this introduces the important idea of
local stability and stability threshold notions.

4.3.1 locT-, K- and S-stability notions

Definition 4.5. The discretization D is called locally T-stable (locT-stable) if there
exists a function ω(s) defined at KR̃(0) ⊂ Xn (some neighbourhood of zero),
which is continuous and strictly monotonically increasing, such that ω(0) = 0
and

ω
(∥∥v1n − v2n∥∥Xn) ≤ ∥∥Fn(v1n)− Fn(v2n)

∥∥
Yn

(45)

holds for all v1n, v
2
n ∈ KR̃(0).

Remark 4.7. The relation ‖v1n − v2n‖Xn ≤ ω−1
(
‖Fn(v1n)− Fn(v2n)‖Yn

)
from the

estimation (45) is obviously true.

We are looking for the answer with this definition what type of theoretical
result can be given.
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Theorem 4.2. Suppose that

• the sequence of ‖·‖Xn norms is consistent,

• there exists the solution of the problem (1) and (5),

• the discretization D is consistent any solution ū and it is locT-stable.

Then the numerical method is convergent.

Proof. From the Definition 4.5, from the continiuty of the function ω−1 at t = 0
and from (5) we gain

‖vn1 − ϕn(v1)‖Xn ≤ ω−1(‖Fn(vn1 )− Fn(ϕn(v1))‖)Yn = ω−1(‖Fn(ϕn(v1))‖)Yn ,

and the last term converges to 0 as n→∞.

Definition 4.6. The discretization D is called stable in Keller’ sense (K-stable)
for problem P if there exist S ∈ R, R ∈ (0,∞] such that

• BR(ϕn(ū)) ⊂ Dn holds from some index;

• ∀(v1n)n∈N, (v
2
n)n∈N which satisfy vin ∈ BR(ϕn(ū)) (i = 1, 2), the estimate∥∥v1n − v2n∥∥Xn ≤ S

∥∥Fn(v1n)− Fn(v2n)
∥∥
Yn

(46)

holds.

Remark 4.8. The constant S in Definition 4.6 may depend on ū.

Remark 4.9. Let R > 0 fixed. Then as we have seen in the Example 4.2 the
condition v̄αn , w̄n ∈ BR(v̄αn) cannot be guaranteed. However, if we require the
stability condition only for the elements from BR(v̄αn) (that is the stability notion
in Definition 4.6), then the condition (46) is satisfied.

Corollary 4.1. If the discretization D is stable on problem P at the element
v ∈ X with stability threshold R, then Fn is injective on BR(ϕn(v)) from some
index.

We give less restrictive definition than the Definition 4.6.

Definition 4.7. The discretization D is called stable in Stetter’s sense (S-stable)
for problem P if there exist S ∈ R, R ∈ (0,∞] and r ∈ (0,∞] such that

• BR(ϕn(ū)) ⊂ Dn holds from some index;
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• for all (v1n)n∈N, (v
2
n)n∈N fromBR(ϕn(ū)), such thatFn(vin) ∈ Br(Fn(ϕn(ū)))

(i = 1, 2), the estimate∥∥v1n − v2n∥∥Xn ≤ S
∥∥Fn(v1n)− Fn(v2n)

∥∥
Yn

holds.

Example 4.3. In [FMF11] we showed that the explicit Euler method is S-stable
on the problem (3)-(4) with S = eL and R = 1.

Remark 4.10. If we put r = ∞ in Definition 4.7, then we re-obtain the stability
definition by Keller.

Remark 4.11. If we choose ω(s) = s/S in Definition 4.5, R = R̃ in Definition
4.6 and

i, BR̃(ϕn(ū)) ⊂ KR̃(0) and ∀(vin)n∈N which satisfy vin ∈ BR̃(ϕn(ū)) (i =
1, 2);

ii, the previous two properties and Fn(vin) ∈ Br(Fn(ϕn(ū))) (i = 1, 2);

then we re-obtain K- and S-stability.

4.3.2 Theoretical results

In this subsection we will see the advantages of the restricted Keller’s local
stability notion. The first step in this direction is done by introducing a simplified
form of the notion of semistability in [LS88b].

Definition 4.8. The discretization D is called semistable on the problem P if
there exist S ∈ R, R ∈ (0,∞] such that

• BR(ϕn(ū)) ⊂ Dn holds from some index;

• ∀(vn)n∈N which satisfy vn ∈ BR(ϕn(ū)) from that index, the relation

‖ϕn(ū)− vn‖Xn ≤ S ‖Fn(ϕn(ū))− Fn(vn)‖Yn (47)

holds.

Semistability is a purely theoretical notion, which, similarly as the consis-
tency, cannot be checked directly, due to the fact, that ū is unknown. However, the
following statement clearly shows the relation of the three important notions.
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Lemma 4.2. We assume that the discretization D

• is consistent at ū and semistable with stability threshold R on the problem
P ;

• generates a numerical method N that Equation (5) has a solution inBR(ϕn(ū))
from some index.

Then the sequence of these solutions of Equation (5) converges to the solution of
problem P , and the order of convergence is not less than the order of consistency.

Proof. Having the relation Fn(ūn) = ψn(F (ū)) = 0, we get

‖ϕn(ū)− ūn‖Xn ≤ S ‖Fn(ϕn(ū))− Fn(ūn)‖Yn = S ‖Fn(ϕn(ū))− ψn(F (ū))‖Yn .

This yields that ‖en‖Xn ≤ S‖ln‖Yn , which proves the statement.

This lemma has some drawbacks. First, we cannot verify its conditions be-
cause this requires the knowledge of the solution. Secondly, we have no guarantee
that equation (5) has a (possibly unique) solution in BR(ϕn(ū)) from some index.
The introduced K-stability notion gets rid of the second problem.

Remark 4.12. Obviously, the stability on the solution of problem (1) (i.e., at the
element ū ∈ X ) implies the semistability.

The following statements demonstrate the usefulness of the stability notion,
given in Definition 4.6.

Lemma 4.3. We assume that

• V ,W are normed spaces with the property dimV = dimW <∞;

• G : BR(v)→W is continuous, where BR(v) ⊂ V is a ball for some v ∈ V
and R ∈ (0,∞];

• for all v1, v2 which satisfy vi ∈ BR(v), the stability estimate∥∥v1 − v2∥∥V ≤ S
∥∥G(v1)−G(v2)

∥∥
W (48)

holds.

Then

• G is invertible, and G−1 : BR/S(G(v))→ BR(v);

• G−1 is Lipschitz continuous with the constant S.
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Proof. It is enough to show that BR/S(G(v)) ⊂ G(BR(v)), due to Corollary 4.1.
We assume indirectly that there exists w ∈ BR/S(G(v)) such that w /∈ G(BR(v)).
We define the line w(λ) = (1−λ)G(v)+λw for λ ≥ 0, and introduce the number
λ̂ as follows:

λ̂ :=

{
sup {λ′ > 0 |w(λ) ∈ G(BR(v))∀λ ∈ [0, λ′)} , if it exists,
0 , else.

Then clearly the inequality λ̂ ≤ 1 holds. We will show that ŵ =: w(λ̂) ∈
G(BR(v)).

For λ̂ = 0 this trivially holds. For λ̂ > 0 we observe that G is invertible on
w(λ̂− ε), (i.e., the operators G−1(w(λ̂− ε)) ∈ BR(v) exist) for all ε : λ̂ ≥ ε > 0.
Thus, we can use the stability estimate (48)∥∥∥G−1(w(λ̂− ε))− v

∥∥∥
V
≤ S

∥∥∥w(λ̂− ε)−G(v)
∥∥∥
W

=

S(λ̂− ε) ‖w −G(v)‖W︸ ︷︷ ︸
=R
S
− δ
S

< λ̂(R− δ) ≤ R− δ ,

for some δ > 0, and using again the stability estimate we can conclude that the
function h(ε) = G−1(w(λ̂− ε)) is uniformly continuous at ε ∈ (0, λ̂]. Thus, there
exists limε↘0 h(ε) =: z ∈ BR(v). Using the continuity of G, we get G(z) = ŵ.

Now we can choose a closed ball B̄r(z) ⊂ BR(v), (r > 0) whose image
G(B̄r(z)) contains a neighborhood of ŵ, due to the Brouwer’s invariance domain
theorem. This results in a contradiction.

Finally, the Lipschitz continuity with the constant S is a simple consequence
of (48).

Lemma 4.4. For the discretization D we assume that

• it is consistent and K-stable at ū with stability threshold R and constant S
on problem P ;

• Assumptions 2.2 and 2.3 are satisfied.

Then the discretization D generates a numerical method N such that equation
(5) has a unique solution in BR(ϕn(ū)), from some index.

Proof. Due to Lemma 4.3, Fn is invertible, and F−1n : BR/S(Fn(ϕn(ū))) →
BR(ϕn(ū)). Note that Fn(ϕn(ū)) = ln → 0, due to the consistency. This means
that 0 ∈ BR

S
(Fn(ϕn(ū))), from some index. This proves the statement.
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Theorem 4.3. We assume that

• the discretization D is consistent and K-stable at ū with stability threshold
R and constant S on problem P ;

• Assumptions 2.2 and 2.3 are true.

Then the discretization D is convergent on problem P , and the order of the
convergence is not less than the order of consistency.

Proof. The statement is the consequence of Lemmas 4.4 and 4.2.
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5 Basic Notions – Revisited from the Application Point
of View

Theorem 4.3 is not yet suitable for our purposes: the condition requires to
check the stability and the consistency on the unknown element ū. Therefore,
this statement is not applicable for real problems. Since we are able to verify the
above properties on some set of points (sometimes on the entireD), we extend the
previously given pointwise (local) definitions to the set (global) ones.

Definition 5.1. The discretization D is called consistent on problem P if there
exists a set D0 ⊂ D whose image F (D0) is dense in some neighborhood of the
point 0 ∈ Y , and it is consistent at each element v ∈ D0.

The order of the consistency in D0 is defined as inf {pv : v ∈ D0}, where pv
denotes the order of consistency at the point v.

Example 5.1. Let us consider the explicit Euler method, given in Examples 2.2,
2.3 and 2.4. We apply it to the Cauchy problem of Example 2.1, i.e., to the problem
(3)-(4). We verify the consistency and its order on the set D0 ⊂ D, where D :=
C1[0, 1] and D0 := C2[0, 1]. Then for the local discretization error we obtain

[Fn (ϕn (v))− ψn (F (v))] (ti) =


1
2n
v′′ (θi) i = 1, . . . , n,

0, i = 0,
(49)

where θi ∈ (ti−1, ti) are given numbers. Then ‖ln(v)‖Xn = O(n−1) from Defini-
tion 3.4.
Hence, for the class of problems (3)-(4) with Lipschitz continuous right-hand side
f , the explicit Euler method is consistent, and the order of the consistency equals
one.

In Section 3 (c.f. Example 3.2) we have shown that the pointwise consistency
at the solution in itself is not enough for the convergence. One may think that the
stronger notion of consistency, given by Definition 5.1, already ensures conver-
gence. The following example shows that this is not true.

Example 5.2. Let us choose the normed spaces as X = Xn = Y = Yn = R,
ϕn,= ψn = identity. Our aim is to solve the scalar equation F (x) = 0, where
the function F ∈ C(R,R) is given as follows

F (x) =

{
|x| , if x ∈ (−1, 1) ,
1 , if x ∈ (−∞,−1] ∪ [1,∞) .
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Clearly this problem has a unique solution x̄ = 0. We define the numerical method
N as

Fn(x) =



1
n
, if x ∈

[
− 1
n
, 1
n

]
,

x , if x ∈
(
1
n
, 1
)
,

1 , if x ∈ (−∞,−1] ∪ [1, n) ∪ [n+ 2,∞) ,
−x , if x ∈

(
−1,− 1

n

)
,

|x− (n+ 1)| , if x ∈ [n, n+ 2) .

For the given problem this discretization is consistent on the entire R, however
it is not convergent, since the solutions of the discrete problems Fn(x) = 0 are
x̄n = n+ 1 and therefore x̄n 9 x̄.

In the sequel, besides the Assumptions 2.2, 2.3, which we have already made,
we assume the validity of the following new assumptions.

Assumption 5.1. For the problem P we assume that F−1 is continuous at the
point 0 ∈ Y .

Assumption 5.2. Let us apply the discretization D to problem P . We assume
that discretization D possesses the property: there exists K1 > 0 such that for all
v ∈ D the relation

‖ϕn(ū)− ϕn(v)‖Xn ≤ K1 ‖ū− v‖X

holds for all n ∈ N.

Assumption 5.3. We assume that discretization D possesses the property: there
exists K2 > 0 such that for all y ∈ Y the relation

‖ψn(y)− ψn(0)‖Yn ≤ K2 ‖y − 0‖Y

holds for all n ∈ N.

For the simplicity of the formulation, the collection of the Assumptions 2.1–
2.3 and 5.1–5.3 will be called Assumption A?.

Lemma 5.1. Besides Assumption A? we assume that

• the discretization D on problem P is consistent,

• the discretization D on problem P at the element ū is stable with stability
threshold R and constant S.

Then Fn is invertible at the point ψn(0), i.e., there exists F−1n (ψn(0)) for suffi-
ciently large indices n.
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Proof. We can choose a sequence (yk)k∈N such that yk → 0 ∈ Y and F−1
(
yk
)

=:
uk → ū, due to the continuity of F−1. Then the discretization D on problem
P at the element uk is stable with stability threshold R/2 and constant S, for
some sufficiently large indices k. Moreover, Fn is continuous on BR/2(ϕn(uk)).
Thus, for these indices k and also for sufficiently large n there exists F−1n :
BR/2S(Fn(ϕn(uk))) → BR/2(ϕn(uk)) moreover, it is Lipschitz continuous with
constant S, according to Lemma 4.3. Let us write a trivial upper estimate:∥∥Fn(ϕn(uk))

∥∥
Yn
≤
∥∥Fn(ϕn(uk))− ψn(F (uk))

∥∥
Yn

+
∥∥ψn(F (uk))

∥∥
Yn
.

Here the first term tends to 0 as n → ∞, due to the consistency. For the second
term, based on (5.3) we have the estimate

∥∥ψn(yk)
∥∥
Yn
≤ K2

∥∥yk∥∥Xn . Since the
right-hand side tends to zero as k → ∞, this means that the centre of the ball
BR/2(Fn(ϕn(uk))) tends to 0 ∈ Yn, which proves the statement.

Corollary 5.1. Under the conditions of Lemma 5.1, for sufficiently large indices
k and n, the following results are true.

• There exists F−1n (ψn(yk)), since ψn(yk) ∈ BR/2S(Fn(ϕn(uk))).

• F−1n (ψn(yk)), ϕn(F−1(yk)) ∈ BR/2(ϕn(ū)).

Analogously to the consistency, the stability can also be defined on a set of
points. (This makes it possible to avoid the direct knowledge of the usually un-
known ū.)

Definition 5.2. The discretization D is called stable on problem P if there exist
S ∈ R, R ∈ (0,∞] and a set D1 ⊂ D such that ū ∈ D1 and it is stable at each
point v ∈ D1 with stability threshold R and constant S.

Now we are in the position to formulate our basic result, in which the notion of
convergence is ensured by the notions of consistency and stability on a set, which
can usually be verified directly, without knowing the exact solution of problem P .

Theorem 5.1. Besides the Assumption A? we suppose that the discretization D
on problem P is

• consistent;

• stable with stability threshold R and constant S.

Then the discretization D is convergent on problem P , and the order of the
convergence can be estimated from below by the order of consistency on the cor-
responding set D0.
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Proof. By use of the triangle inequality, we have

‖ϕn(ū)− ūn‖Xn =
∥∥ϕn(F−1(0))− F−1n (ψn(0))

∥∥
Xn
≤∥∥ϕn(F−1(0))− ϕn(F−1(yk))

∥∥
Xn︸ ︷︷ ︸

I.

+

∥∥ϕn(F−1(yk))− F−1n (ψn(yk))
∥∥
Xn︸ ︷︷ ︸

II.

+

∥∥F−1n (ψn(yk))− F−1n (ψn(0))
∥∥
Xn︸ ︷︷ ︸

III.

,

(50)

where the elements yk ∈ Y are defined in the proof of Lemma 5.1.
In the next step we estimate the different terms on the left-hand side of (50).

I. For the first term, based on Assumption 5.2, we have the estimate∥∥ϕn(F−1(0))− ϕn(F−1(yk))
∥∥
Xn
≤ K1

∥∥F−1(0)− F−1(yk)
∥∥
X .

Since yk → 0 as k → ∞, and F−1 is continuous at the point 0 ∈ Y ,
therefore this term tends to zero, independently of n.

II. This term can be written as
∥∥F−1n (Fn(ϕn(F−1(yk))))− F−1n (ψn(yk))

∥∥
Xn

.
Due to Corollary 5.1, we can use the stability estimate, therefore for this
term we have the estimate∥∥ϕn(F−1(yk))− F−1n (ψn(yk))

∥∥
Xn
≤

S
∥∥Fn(ϕn(F−1(yk)))− ψn(yk)

∥∥
Yn

= S
∥∥Fn(ϕn(uk))− ψn(F (uk))

∥∥
Yn
.

In this estimate the term on the right-hand side tends to zero because of the
consistency at uk.

III. For the estimation of the third term we can use the Lipschitz continuity of
F−1n , due to Lemma 5.1 and Corollary 5.1. Hence, by using the Assumption
5.3, we have∥∥F−1n (ψn(yk))− F−1n (ψn(0))

∥∥
Xn
≤ S

∥∥ψn(yk)− ψn(0)
∥∥
Yn
≤ SK2

∥∥yk∥∥Y .
The right-hand side of the above estimate tends to zero, independently of
the index n.

These estimations complete the proof.
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Example 5.3. Let us analyze the stability property of the explicit Euler method,
given in Example 2.4.

Let v(1),v(2) ∈ Xn = Rn+1 be two arbitrary vectors, and we use the notation
ε = v(1) − v(2) ∈ Rn+1. We define the vector δ = Fn

(
v(1)
)
− Fn

(
v(2)
)
∈ Rn+1,

where Fn is defined in (6). (In the notation, for simplicity, we omit the use of
the subscript n for the vectors. We recall that the coordinates of the vectors are
numbered from i = 0 until i = n.)

For the coordinates of the vector δ we have the following relations.

• For the first coordinate (i = 0) we obtain:

δ0 =
(
Fn
(
v(1)
))

0
−
(
Fn
(
v(2)
))

0
=
(
v
(1)
0 − u0

)
−
(
v
(2)
0 − u0

)
= ε0.

• For the other coordinates i = 1, . . . , n we have

δi = v
(1)
i − v

(2)
i =

n(v
(1)
i − v

(1)
i−1)− f(v

(1)
i−1)− n(v

(2)
i − v

(2)
i−1) + f(v

(2)
i−1) =

n(v
(1)
i − v

(2)
i )− n(v

(1)
i−1 − v

(2)
i−1)− (f(v

(1)
i−1)− f(v

(2)
i−1)) =

nεi − nεi−1 − (f(v
(1)
i−1)− f(v

(2)
i−1)).

We can express εi from this relation as follows:

εi = εi−1 +
1

n
(f(v

(1)
i−1)− f(v

(2)
i−1)) +

1

n
δi.

Under our assumption f ∈ C(R,R) is a Lipschitz continuous function, there-
fore we have the estimation |f(v

(1)
i−1) − f(v

(2)
i−1)| ≤ L|v(1)i−1 − v

(2)
i−1|. Hence, we

get

|εi| ≤ |εi−1|+
1

n
L|v(1)i−1 − v

(2)
i−1|+

1

n
|δi| = |εi−1|

(
1 +

L

n

)
+

1

n
|δi|.

If we apply this estimate consecutively to |εi−1|, |εi−2|, etc., we obtain:

|εi| ≤ |εi−2|
(

1 +
L

n

)2

+
1

n
|δi|+

(
1 +

L

n

)
1

n
|δi−1| ≤ . . .

|ε0|
(

1 +
L

n

)n
+

1

n

n∑
i=1

|δi|
(

1 +
L

n

)n−i
. (51)

Since δ0 = ε0 and
∥∥v(1) − v(2)

∥∥
Xn

= max
i=0,...,n

|εi|, hence we can write our

estimation in the form
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∥∥v(1) − v(2)
∥∥
Xn
≤ |δ0|

(
1 +

L

n

)n
+

1

n

n∑
i=1

|δi|
(

1 +
L

n

)n−i
(52)

< eL(δ0 + max
i=1,...,n

|δi|) = eL ‖δ‖Yn = eL
∥∥Fn (v(1)

)
− Fn

(
v(2)
)∥∥
Yn
. (53)

This shows us that the discretization (8), i.e., the explicit Euler method is stable
on the whole set X = C1[0, 1] with S = eL and R =∞.

Hence, based on Theorem 5.1, the results of this example and Example 5.1,
we can conclude that the explicit Euler method is convergent, and the order of its
convergence is one.

33



6 Relation between consistency, stability and con-
vergence

Theorem 5.1 shows that, under the AssumptionA?, the consistency and stabil-
ity of discretization D on problem P result in the convergence, i.e., consistency
and stability together are a sufficient condition for convergence. (Roughly speak-
ing, this implication is shown in (2).) However, from this observation we cannot
get an answer to the question of the necessity of these conditions.

In the sequel, we raise a more general question: What is the general relation
between the above listed three basic notions? Since each of them can be true (T)
or false (F), we have to consider eight different cases, listed in Table 1.

consistency stability convergence
1 T T T
2 T T F
3 T F T
4 T F F
5 F T T
6 F T F
7 F F T
8 F F F

Table 1: The list of the different cases (T: true, F: false).

Before giving the answer, we consider some examples. In each examples X =
Xn = Y = Yn = R, D = Dn = [0,∞), ϕn = ψn = identity. Our aim is to solve
the scalar equation

F (x) ≡ x2 = 0 , (54)

which has the unique solution x̄ = 0.

Example 6.1. For solving equation (54) we choose now the numerical method
Fn(x) = 1 − nx. The roots of the discrete equations Fn(x) = 0 are x̄n = 1/n,
therefore x̄n → x̄ = 0 as n → ∞. This means that the numerical method is
convergent. We observe that ϕn(Fn(0)) = ϕn(1) = 1, and ψn(F (0)) = ψn(0) =
0. Hence, for the local discretization error we have |ln| = 1, for any index n.
This means that the numerical method is not consistent. One can easily check
that Fn is invertible, and F−1n (x) = −x/n + 1/n. Hence the derivative of the
inverse operators are uniformly bounded on [0,∞) by 1 for any n. Therefore the
numerical method is stable.
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Example 6.2. For solving equation (54) we choose the numerical method de-
fined by the n-th Lagrangian interpolation, i.e., Fn(x) is the Lagrangian interpo-
lation polynomial of order n. Since the Lagrange interpolation is exact for n ≥ 2,
therefore Fn(x) = x2 holds for all n ≥ 2. Hence, clearly the numerical method
is consistent and convergent. The operator F−1n can be defined easily, and it is
F−1n (x) =

√
x. Hence its derivative is not bounded around the point x̄ = 0,

therefore the numerical method is not stable.

Example 6.3. For solving equation (54) we choose the following numerical method:
Fn(x) = 1 − nx2. Then x̄n = 1/

√
n, and hence x̄n → x̄ = 0 as n → ∞. This

means that the numerical method is convergent. Due to the relations ϕn(Fn(0)) =
ϕn(1) = 1 and ψn(F (0)) = ψn(0) = 0, this method is not consistent. Since for
this numerical method F−1n (x) =

√
(1− x)/n, therefore the derivatives are not

bounded. Therefore the numerical method is not stable.

Now, we are in the position to answer the question, posed at beginning of
this section. Using the numeration of the different cases in Table 1, the answers
are included in Table 2. (We note that two cases (case 6 and 8 in Table 1) are
uninteresting from a practical point of view, therefore we have neglected their
investigation.) The results particularly show that neither consistency, nor stability
is a necessary condition for the convergence.

number of the case answer reason
1 always true Theorem 5.1
2 always false Theorem 5.1
3 possible Example 6.2
4 possible Examples 3.2 and 5.2
5 possible Example 6.1
6 n.a. n.a.
7 possible Example 6.3
8 n.a. n.a.

Table 2: The possibility of the different cases.
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7 Summary
We have considered the numerical solution of non-linear equations in an ab-

stract (Banach space) setting. The main aim was to guarantee the convergence of
the numerical process. It was shown that, similarly to the linear case, this notion
can be guaranteed by two notions: the consistency and the stability. We investi-
gated how to define appropriately the notion of stability in nonlinear problems that
helps us to claim that convergence can be replaced by these two notions. This turns
out to be useful from the applicational point of view. Thanks to this investigation
(through an example) we understood of the primary importance of the notion of
the stability threshold and the so-called local stability notions.

Thus, the consistency and the stability together ensure the convergence. In the
linear case this result is well known as the Lax (or sometimes Lax-Richtmyer-
Kantorovich) theory. From the formulation of the main theorem it turns out that
these two, directly checkable conditions (i.e., the consistency and stability) serve
together as a sufficient condition of the convergence.

However, even in the linear theory, the necessity of these conditions is less in-
vestigated. By giving suitable examples we have shown that neither consistency,
nor stability is necessary for the convergence, in general. As an example for the
theory, we have investigated the numerical solution of a Cauchy problem for ordi-
nary differential equations by means of the explicit Euler method. We have shown
the first order consistency and the stability of this method, which, based on the ba-
sic theorem, yield first order convergence. (We note that, as opposed to the usual
direct proof of the convergence of the explicit Euler method, the convergence in
this example yields the convergence on the whole space-time domain, and not
only at some fixed time level t = t∗.)
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[LS88a] López-Marcos, J. C. and Sanz-Serna, J. M.: A definition of stability for
nonlinear problems.
Numerical Treatment of Differential Equations, Teubner-Texte zur Mathe-
matik, Band 104, 216–226 (1988)
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