
Eötvös Loránd University

Faculty of Science

Belfedal Chaima Djouhina

Numerical solution of a nonlinear plate
equation

Directed Studies 1

Supervisor:

János Karátson

Budapest, 2020



1 
 

Abstract : 

    In this report we will discuss in the first part the PDE model which is 

the equation of elasto-plastic bending of clamped plates and try to 

understand the weak form of this equation.We will prove that it has a 

unique weak solution.  

    The second part is about theory for the numerical solution, it revolves 

around construction and proof of convergence, It consists of finite 

element discretization and inner-outer iterations. 

1.1 The PDE : 

     Elasto-plastic bending of a clamped thin plane plate 𝛺 ∈ ℝ2 is 

described by a fourth order nonlinear Dirichlet boundary value problem . 

The formulation of the problem is the following : 

 

This problem is written briefly as  

{
𝐷𝑖𝑣2(𝑔(𝐸(𝐷2𝑢))𝐷̃2𝑢) = 𝛼(𝑥)

𝑢|𝜕𝛺 =
𝜕𝑢

𝜕𝑣
|𝜕𝛺 = 0

 

where the scalar function 𝑔 ∈ 𝐶1(ℝ+)satisfies the condition 

0 < 𝜇1 ≤ 𝑔(𝑟) ≤ 𝜇2 

0 < 𝜇1 ≤ (𝑔(𝑟2)𝑟)′ ≤ 𝜇2 
with suitable constants 𝜇1, 𝜇2 > 0 independent of the variable 𝑟 > 0.  

𝐸(𝐷2𝑢) = (
𝜕2𝑢

𝜕𝑥2)

2

+
𝜕2𝑢

𝜕𝑥2

𝜕2𝑢

𝜕𝑦2 + (
𝜕2𝑢

𝜕𝑦2)

2

+ (
𝜕2𝑢

𝜕𝑥𝜕𝑦
)

2

 

where 𝐷2𝑢 = (

𝜕2𝑢

𝜕𝑥2

𝜕2𝑢

𝜕𝑥𝜕𝑦

𝜕2𝑢

𝜕𝑥𝜕𝑦

𝜕2𝑢

𝜕𝑦2

) 
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1.2 The weak formulation of problem : 
        The weak formulation of the problem : find 𝑢 ∈ 𝐻0

2(𝛺) such that  

1

2
∫ 𝑔(𝐸(𝐷2𝑢

𝛺

))(𝐷2𝑢. 𝐷2𝑣 + ΔuΔv) = ∫ 𝛼𝑣
𝛺

         (𝑣 ∈ 𝐻0
2(𝛺))       (1.2.1) 

For regular functions 𝑢 ∈ 𝐻4(𝛺) ∩ 𝐻0
2(𝛺) , the weak formulation is 

obtained via multiplying our problem by 𝑣 ∈ 𝐻0
2(𝛺), integration and the 

divergence theorem. In this way we have  

∫ 𝑔(𝐸(𝐷2𝑢
𝛺

))𝐷̃2𝑢. 𝐷2𝑣 = ∫ 𝛼𝑣
𝛺

                (𝑣 ∈ 𝐻0
2(𝛺))                        (1.2.2) 

 Instead of (1) .The latter can be obtained form here by defining  

𝐷̃2𝑢 =
1

2
(𝐷2𝑢.  + Δu. 𝐼2×2) 

And 𝐼2×2. 𝐷2𝑣 = Δv , which yields that  

𝐷̃2𝑢. 𝐷2𝑣 =
1

2
(𝐷2𝑢. 𝐷2𝑣 + ΔuΔv) 

2. Prove the existence and uniqueness of the weak 
solution : 
2.1 Theorem: 

     Let H be a real Hilbert space and let the operator 𝐹: 𝐻 → H have the 
following properties:  
(i) F has a bihemicontinuous symmetric Gateaux derivative 

(ii) there exists a constant 𝑚 > 0 such that  
⟨𝐹′(𝑢)ℎ, ℎ⟩ ≥ 𝑚‖ℎ‖2                          (𝑢, 𝑣 ∈ 𝐻)                      (2.1.1) 

   Then for any b ∈ 𝐻 the equation 𝐹(𝑢) = 𝑏 has a unique solution 𝑢∗ ∈ 𝐻. 
2.2 Remark : 
    Let F have the form : 

⟨𝐹(𝑢), 𝑣⟩𝐻0
2(𝛺) = ∫ 𝑎([𝑢, 𝑢])[𝑢, 𝑣]       (𝑢, 𝑣 ∈

𝛺

𝐻0
2(𝛺)𝑟),              (2.2.1) 

where the scalar 𝐶1function 𝑎 : ℝ+ → ℝ+ satisfies the condition 
0 < 𝜆1 ≤ 𝑎(𝑟) ≤ 𝜆2 

0 < 𝜆1 ≤ (𝑎(𝑟2)𝑟)′ ≤ 𝜆2 

    Then (2.2.1) defines an operator 𝐹: 𝐻0
2(𝛺) → 𝐻0

2(𝛺) which has a 

bihemicontinuous symmetric Gateaux derivative satisfying 

𝜆1‖ℎ‖
𝐻0

2(𝛺)
2 ≤ ⟨𝐹′(𝑢)ℎ, ℎ⟩𝐻0

2(𝛺) ≤ 𝜆2‖ℎ‖
𝐻0

2(𝛺)
2  

𝜆1 ∫ [ℎ, ℎ]
𝛺

≤ ⟨𝐹′(𝑢)ℎ, ℎ⟩
𝐻0

2(𝛺)
≤ 𝜆2 ∫ [ℎ, ℎ]

𝛺
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2.3 Proposition: The elasto-plastic bending problem of a clamped plate 

has a unique weak solution 𝑢∗ ∈ 𝐻0
2(𝛺). 

Proof : 

    For any matrices 𝐵, 𝐶 ∈ ℝ2×2let us introduce the following notations: 

𝐵̃ =
1

2
(𝐵 + 𝑡𝑟𝐵. 𝐼2)       ,{𝐵, 𝐶} =

1

2
(𝐵. 𝐶 + 𝑡𝑟𝐵 𝑡𝑟𝐶),                 𝐸(𝐶) = {𝐶, 𝐶} 

we verify directly via Remark (2.1) for the operator  

 ⟨𝐹(𝑢), 𝑣⟩𝐻0
2 = ∫ 𝑓(𝑥, 𝐷2𝑢)

𝛺

. 𝐷2𝑣

=  ∫ 𝑔(𝐸(𝐷2𝑢
𝛺

))𝐷̃2𝑢. 𝐷2𝑣                       (𝑢, 𝑣 ∈ 𝐻0
2(𝛺)) 

where 𝑓: 𝛺 × ℝ𝑁×𝑁 → ℝ𝑁×𝑁,  𝐴(𝑥, 𝜂) ≔ 𝑔(𝐸(𝜂)). 𝜂 ̃ 

    Using the weak form and previously  notations , we have  

⟨𝐹(𝑢), 𝑣⟩𝐻0
2= 

1

2
∫ 𝑔(𝐸(𝐷2𝑢

𝛺
))(𝐷2𝑢. 𝐷2𝑣 + ΔuΔv) 

                 = ∫ 𝑔({𝐷2𝑢
𝛺

, 𝐷2𝑢}){𝐷2𝑢. 𝐷2𝑣 }                                  (𝑢, 𝑣 ∈ 𝐻0
2(𝛺))       

The obtained form of F is a special case of (2.2.1) with 

𝑎(𝑟) = 𝑔(𝑟)              𝑎𝑛𝑑  [𝑢, 𝑣] = {𝐷2𝑢, 𝐷2𝑣}, 
hence Theorem (2.1) can be applied. 
 

3.Finite element discretization : 
3.1 Galerkin’s method for nonlinear operator equations : 

      Let 𝐻 be a real Hilbert space and 𝐴: 𝐻 → 𝐻 a given operator, which is 
uniformly monotone and Lipschitz continuous. Consider the operator  
equation 𝐴(𝑢) = 𝑏      (3.1.1) 
where 𝑏 ∈ 𝐻. The  equation (3.1.1) admits a unique solution 𝑢∗ ∈ 𝐻. 
Let us write the equation (3.1.1) in its equivalent variational forms 
involving test functions : 

⟨𝐴(𝑢∗), 𝑣⟩ = ⟨𝑏, 𝑣⟩   (∀𝑣 ∈ 𝐻) 

    Let 𝑉ℎ = 𝑠𝑝𝑎𝑛{𝜑1, … , 𝜑𝑛 } ⊂ H ,The approximate solution  𝑢ℎ𝜖 𝑉ℎ is 
defined by the subspace equation 

⟨𝐴(𝑢ℎ), 𝑣ℎ⟩ = ⟨𝑏, 𝑣ℎ⟩   (∀𝑣ℎ ∈ 𝑉ℎ)        (3.1.2) 

The  equation (3.1.2) admits a unique solution 𝑢ℎ ∈ 𝑉ℎ. 

The coefficients of the expansion 𝑢ℎ = ∑ 𝑐𝑖𝜑𝑖  
𝑛
𝑖=1 ,can be obtained as 

follows. We set 𝑣ℎ ≔  𝜑𝑘 

⟨𝐴 (∑ 𝑐𝑖𝜑𝑖  

𝑛

𝑖=1

) , 𝜑𝑘⟩ = ⟨𝑏, 𝜑𝑘⟩   k = (1, … , n) 
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      Let us introduce the real functions 
 𝓐𝐾 : ℝ𝑛 → ℝ   𝓐𝐾 (𝑐1, … , 𝑐𝑛) ≔ ⟨𝐴(∑ 𝑐𝑖𝜑𝑖  

𝑛
𝑖=1 ), 𝜑𝑘⟩ 

and let 𝓑𝑘 ≔ ⟨𝑏, 𝜑𝑘⟩ k = (1, … , n) ∈ ℝ𝑛, Now put these functions together 

in 𝓐𝐾 : ℝ𝑛 → ℝ𝑛  so the coefficients 𝑢ℎ of  can be obtained by solving the 
nonlinear algebraic system of equations   𝓐𝐾 (c) = 𝓑𝑘 
3.2 Nonlinear Céa’s lemma : 

     For the Galerkin solution 𝑢ℎ ∈ 𝑉ℎ,the quasi-optimality relation 

‖𝑢∗ − 𝑢ℎ‖ ≤
𝑀

𝑚
min {‖𝑢∗ − 𝑣ℎ‖: 𝑣ℎ ∈ 𝑉ℎ},holds true 

3.3 Example : Consider the problem : {
𝑑𝑖𝑣2𝑓(𝑥, 𝐷2𝑢) = 𝛼(𝑥)

𝑢|𝜕𝛺 = 𝜕𝑣𝑢|𝜕𝛺 = 0
 

where 𝑓: 𝛺 × ℝ𝑁×𝑁 → ℝ𝑁×𝑁 ,  𝑓(𝑥, 𝜂) ≔ 𝑔(𝐸(𝜂)). 𝜂 ̃ and due to the 

assumptions on 𝑔 there exists a unique weak solution 𝑢∗, that is, 

∫ 𝑓(𝑥, 𝐷2𝑢∗)
𝛺

. 𝐷2𝑣 = ∫ 𝛼𝑣     ∀𝑣 ∈ 𝐻0
2(𝛺)

𝛺

 

  Let 𝑉ℎ ∈ 𝐻0
2(𝛺) be some finite element subspace ,Then the 

approximate solution ,𝑢ℎ ∈ 𝑉ℎ satisfies the subspace equation : 

∫ 𝑓(𝑥, 𝐷2𝑢ℎ)
𝛺

. 𝐷2𝑣ℎ = ∫ 𝛼𝑣ℎ     ∀𝑣ℎ ∈ 𝑉ℎ𝛺
  

and the coefficients can be obtained by solving the nonlinear system of 

algebraic equations  : 𝓐 ( c ) = 𝓑  

where 𝓐𝑘(𝑐) = ∫ 𝑓(𝑥, ∑ 𝑐𝑖𝐷
2𝜑𝑖  

𝑛
𝑖=1 )

𝛺
. 𝐷2𝜑𝐾  and 𝓑𝑘 ≔ ∫ 𝛼𝜑𝐾𝛺

(𝑘 = 1, 𝑛)  

Here, 𝓐 inherits the uniform monotonicity and Lipschitz continuity of f, 
so unique solvability of this system follows from the theorem on the 
Galerkin method.Further, the nonlinear Céa’s lemma holds true 

|𝑢∗ − 𝑢ℎ|
2

≤
𝑀

𝑚
|𝑢∗ − ∏ 𝑢∗

ℎ
|

2

≤
𝑀

𝑚
𝑐 ℎ𝑘−1|𝑢∗|𝑘+1       (𝑢∗ ∈ 𝐻0

𝑘+1(𝛺)) 

4 .Inner-outer iterations : 
4.1 Asumptions : 

           Let 𝑓 ∈ 𝐶1(𝛺 × ℝ𝑛×𝑛, ℝ𝑛×𝑛) and the Jacobians 
𝜕𝑓(𝑥,𝜂)

𝜕𝜂 
 are 

symmetric and there are M ≥ 𝑚 > 0 ,such that : 

𝑚|𝜀|2 ≤
𝜕𝑓(𝑥,𝜂)

𝜕𝜂 
𝜀. 𝜀 ≤ 𝑀|𝜀|2 (𝑥 ∈ 𝛺, 𝜀, 𝜂 ∈ ℝ𝑛×𝑛) 

hold. Let 𝑉 ∈ 𝐻0
2(𝛺) be a finite dimensional subspace with the inner 

product and let 𝐹: 𝑉 → V  

⟨𝐹(𝑢), 𝑣⟩𝐻0
2 = ∫ 𝑓(𝑥, 𝐷2𝑢

𝛺
). 𝐷2𝑣                     (𝑣 ∈ 𝑉) 

and 𝑏 ∈ 𝑉              ⟨𝑏, 𝑣⟩𝐻0
2 = ∫ 𝑔𝑣

𝛺
                              (𝑣 ∈ 𝑉) 

Denote by 𝑢∗ ∈ 𝑉 the solution of :  ⟨𝐹(𝑢∗), 𝑣⟩𝐻0
2 = ⟨𝑏, 𝑣⟩𝐻0

2 

The operator F is Gâteaux differentiable and its derivative is given by  

  ⟨𝐹′(𝑢)𝑣, 𝑧⟩𝐻0
2 = ∫

𝜕𝑓

𝜕𝜃
(𝑥, 𝐷2𝑢)𝐷2𝑣

𝛺
. 𝐷2𝑧                                        (𝑢, 𝑣, 𝑧 ∈ 𝑉) 
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The operator F’ inherits the Lipschitz continuity of 
𝜕𝑓

𝜕𝜃
 , Let L denote the 

Lipschitz constant of F’ . 
4.2 Construction :    

Let 𝑢0 ∈ 𝑉  and define the sequence (𝑢𝑛) ⊂ 𝑉 as follows : 
(a) The outer iteration defines the sequence  

𝑢𝑛+1 = 𝑢𝑛 + 𝜏𝑛𝑝𝑛    (𝑛 ∈ ℕ)                                     (4.2.1) 
where 𝑝𝑛 ∈ 𝑉  is the numerical solution of : 

⟨𝐹′(𝑢𝑛)𝑝𝑛 , 𝑣⟩𝐻0
2 = −⟨𝐹(𝑢𝑛) − 𝑏, 𝑣⟩𝐻0

2   (𝑣 ∈ 𝑉)          (4.2.2) 

  Further,   𝛿𝑛 > 0   is constant satisfying 0 < 𝛿𝑛 ≤ 𝛿0 < 1  

𝜏𝑛 = min {1,
(1−𝛿𝑛)

(1+𝛿𝑛)
 

𝜇1

𝐿‖𝑝𝑛‖
𝐻0

2
} ∈ (0,1]                      (4.2.3) 

   (b) To determine  𝑝𝑛 in (4.2.2) , the inner iteration defines a sequence  

(𝑝𝑛
(𝑘)

) ⊂ 𝑉                        (𝑘 ∈ ℕ) 

using a preconditioned conjugate gradient method .Here we have : 

𝜇1|𝜀|𝐹
2 ≤ ⟨

𝜕𝑓

𝜕𝜃
(𝑥, 𝐷2𝑢𝑛(𝑥))𝜀, 𝜀⟩ ≤ 𝜇2|𝜀|𝐹

2           ∀𝑥 ∈ 𝛺, 𝜀 ∈ ℝ𝑁 

Let 𝐵: 𝑉 → V         ⟨𝐵ℎ, 𝑣⟩𝐻0
2 = ∫ 𝐷2ℎ

𝛺
. 𝐷2𝑣                          (ℎ, 𝑣 ∈ 𝑉) 

Then we consider the preconditioned form of (4.2.2) : 

𝐵−1𝐹′(𝑢𝑛)𝑝𝑛 = −𝐵−1(𝐹(𝑢𝑛) − 𝑏)  

   Finally, 𝑝𝑛 ≔ 𝑝𝑛
(𝑘𝑛)

∈ 𝑉 for which 

‖𝐹′(𝑢𝑛)𝑝𝑛
(𝑘𝑛)

+ (𝐹(𝑢𝑛) − 𝑏) ‖
𝐵𝑛

−1
≤ 𝜌𝑛‖𝐹(𝑢𝑛) − 𝑏‖𝐵−1 

          with 𝜌𝑛 = (
𝜇1

𝜇2
⁄ ) 

1/2
𝛿𝑛 and 𝛿𝑛 > 0 

4.3 Theorem : 
    Let Assumptions (4.1) be satisfied. Then construction yields the 
following convergence results : 

 (1) The outer iteration (𝑢𝑛) satisfies 

‖𝑢𝑛 − 𝑢∗‖𝐻0
2 ≤ 𝜇1

−1‖𝐹(𝑢𝑛) − 𝑏‖𝐻0
2 → 0 monotonically  

with speed depending on the sequence (𝛿𝑛) up to locally quadratic order. 

Namely, if 𝛿𝑛 ≡ 𝛿0 < 1 , then the convergence is linear.  

Further, if 𝛿𝑛 ≤ 𝑐𝑜𝑛𝑠𝑡. ‖𝐹(𝑢𝑛) − 𝑏‖
𝐻0

2
𝛾

 

with some constant 0 < 𝛾 ≤ 1 , then the convergence is locally of order 

1 + 𝛾 : ‖𝐹(𝑢𝑛+1) − 𝑏‖𝐻0
2 ≤ 𝑐1‖𝐹(𝑢𝑛) − 𝑏‖

𝐻0
2

𝛾+1
                         (𝑛 ≥ 𝑛0) 

 

yielding also the convergence estimate of weak order 1 + 𝛾: 
‖𝐹(𝑢𝑛) − 𝑏‖𝐻0

2 ≤ 𝑑1𝑞(1+𝛾)𝑛
                                (𝑛 ∈ ℕ) 

         with suitable constants 0 < 𝑞 < 1, 𝑑1 > 0 
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     (2)      there holds   

cond(𝐵−1𝐹′(𝑢𝑛)) ≤
𝜆2

𝜆1
 

And, accordingly, the inner iteration satisfies  

‖𝐹′(𝑢𝑛)𝑝𝑛
(𝑘𝑛)

+ (𝐹(𝑢𝑛) − 𝑏) ‖
𝐵−1

≤ (
√𝜆2 − √𝜆1

√𝜆2 + √𝜆1

)

𝑘

‖𝐹(𝑢𝑛) − 𝑏‖𝐵−1 

Therefore, the number of inner iterations for the nth outer step is at most 

 𝑘𝑛 ∈ ℕ                                  (
√𝜆2 −√𝜆1

√𝜆2 +√𝜆1
)

𝑘𝑛

≤ 𝜌𝑛 

       with 𝜌𝑛 = (
𝜇1

𝜇2
⁄ ) 

1/2
𝛿𝑛 

 

    Let 𝑔 be real function that is 𝐶2 in the variable 𝑟 , and there exists 

𝜆1, 𝜆2, 𝜆 > 0 such that 
          0 < 𝜆1 ≤ 𝑔(𝑟) ≤ 𝜆2 

 0 < 𝜆1 ≤ (𝑔(𝑟2)𝑟)′ ≤ 𝜆2 

                                   |
𝜕2

𝜕𝑟2
(𝑔(𝑟2)𝑟| ≤ 𝜆         (𝑟 ≥ 0)    

 

    If these conditions hold for “ 𝑔 ", then the conditions of Theorem (4.3) 
are satisfied for the plate problem  

{
𝑑𝑖𝑣2(𝑔(𝐸(𝐷2𝑢))𝐷̃2𝑢) = 𝛼(𝑥)

𝑢|𝜕𝛺 =
𝜕𝑢

𝜕𝑣
|𝜕𝛺 = 0

 

Hence the inner-outer method works for our model problem. 
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